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“Then Shem Macnamara had been very poor, only too ready for a free meal and a quiet sneer at the success of a fellow poet. Then, instead of expensive mouthwash, he had breathed on Hogg-Enderby, bafflingly (for no banquet would serve, because of the known redolence of onions, onions) onions. 

“Onions”, said Hogg. He was frowned on in puzzlement. Cocktail onions, he offered. Well just imagine. Shem Macnamara deepened his frown. Something in that voice saying Onions? He did not take any onions.”
“Enderby outside”

Anthony Burgess (Penguin, 1982, p. 224).
Abstract

We argue in this paper that there is no recursion in language. Recursion is a mathematical self-calling function and clearly there is no such thing in language. What Chomsky introduced as recursion in his Syntactic Structures (1957: pp.23-24) was clearly a loop and this means that Chomsky’s recursion was at first iteration. The presence or absence of recursion in language is therefore a matter of definition, as is obvious from the various characterizations proposed at the Mons Conference. Recursion is generally thought of as a loop, a feedback loop or embedded structures.

The question remains of why recursion in language managed to gain such widespread support in various scientific communities. We offer a number of reasons, one of them inspired by Wittgenstein’s claim that “It is what human beings say that is true and false; and they agree in the language they use. That is not agreement in opinions but in form of life”. Even in the sciences.
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Introduction
“There is no recursion in language”. Such a radical and uncompromising title in a conference devoted to the very subject of recursion in language seems a bit provocative. Maybe it was, and I will try to explain why. But I have no regrets, even if after listening to the speakers at the conference and discussing with participants, I admitted that there may be something in cognition which could be construed as recursion. This does not mean that I accept recursion as a property of the mind and language. In my view, the problem is clearly linked to what is known in French as the “dénomination” paradigm, from Latin denominatio, taken from the denominatio v. suppositio opposition in medieval philosophy (Biard 1997). For nominalists such as William of Ockham, the suppositio is something which is supposed to exist in relationship to the denominatio. The nominalist paradigm is therefore basically referential. The word denomination is practically impossible to use in English in that context because of its religious meaning and this is why we have referred to it as “names and naming” in papers written in English (e.g. Frath & Gledhill 2005). 
My arguments will be based on Wittgenstein’s philosophy and C.S. Peirce’s semiotics. This paper will also be set against the background of recent linguistic work on reference in language by Georges Kleiber
 and myself
.
I will first look at the naming process in terms of Wittgenstein’s language games. I will then sum up and analyse the views developed at the Mons conference and I shall finally try to account for what is meant by recursion.  
1) Language games
It is well-known that Wittgenstein rejected metaphysical systems constructed on ontological hypotheses
; he favoured looking at the way language is used in what he called “language games”
. 
 Let us consider the sentence template “Is there X in Y?”.  Will it work in the same way independently of the values given to X? Let us compare two short dialogues.
1) “Is there any love in Tom and Susy’s relationship?

- Love? No way. They are always quarrelling. 
- Well, this is their way of expressing love.
- Well, your notion of love is a bit weird”.

2) “Is there any salt in the soup?

- Well, I don’t know. Let’s taste it.

- Yes, there is (or no there isn’t, or yes there is but not enough, etc.)”.

There clearly are differences. The presence of salt in the soup is or is not a fact and the speakers can easily agree by resorting to an action: tasting the soup. They may disagree about the quantity of salt in the soup but they will certainly agree on what salt is. In the case of love, all will depend on what is meant by love. If there is disagreement, clarification will come in the form of another utterance which will develop an aspect of what the speaker means by love in this particular case. Peirce calls such linguistic developments interpretants
. They are constrained by the corpus of things that can be said about love and of which language is the repository. 
· Names and objects 
The difference is linked to the nature of the referent. Salt refers to an object whose existence in the real world is not doubted. As a consequence, salt can easily be understood in terms of its referent, use by people, etc. Love, on the other hand, does not refer to a real-world object. If mankind were suddenly to disappear, there would still be salt in the universe (along with all other physical objects), but love and other such entities (hate, fun, intelligence …) would disappear with the last human being. Let us call the first real-world objects and the other anthropological objects.
Names refer to real-world and anthropological objects in the same way. In both cases, objects can be talked about and knowledge then consists in a discourse which expands such or such an aspect of the object. Yet there is a difference: all the meanings of a real-world object name (such as salt), however metaphorical, are related in some way to the object, whereas for anthropological object names (such as love), all the meanings refer to how the name is used in language and to a corpus of discourse that the speakers share. 
The relationship between language and the world has puzzled philosophers ever since ancient times. For Plato, anthropological and real-world objects are related to a world of ideas and categories of which they are instances. A person feels love by virtue of the existence of Love in a non-corporeal world; a blacksmith is able to mould a bronze sphere because bronze exists in the real world, albeit shapelessly, and because the geometric sphere exists somewhere in a world of Ideas. As for categories (trees for example), they are endowed with some sort of Platonic existence independently of the actual objects they comprise (individual trees). They consist in a set of logical and/or psychological properties, which in turn determine whether or not an individual object belongs to a particular category (if it has a large vertical ligneous stem, branches and leaves, it is a tree). Discrepancies (are palm-trees trees?) can be solved by modifying the set of properties. In both cases, the actual instance is explained in terms of reference to a Platonic entity, non-corporeal Ideas for anthropological objects, and Categories for real-world objects. As a result Platonic entities have some sort of causal value: their generic existence can be construed as the cause of particular existences. Such views have left a very deep mark in Western thought in many domains. Mathematicians for example often believe numbers have some sort of Platonic existence per se in the universe
. 
Names and their referents are so closely linked that we hardly make a difference between them. This is because names extract elements from our experience and give them a separate existence. What English speakers name a river is in French either a fleuve (a large river which flows into the sea), or a rivière (a river which flows into another river or a smaller river which flows into the sea): there are two separate objects for a Francophone, only one for an Anglophone. In Russian, there are three words referring to what English speakers would call fruit juice. There is sok, which names juice made from fresh fruit such as apples, pears, oranges, lemon, etc. There is also mors, which names juice made from fresh cranberries. And there is kompot, which names juice made from boiled dried fruit such as raisins, dried apples, pears, apricot, and also juice made from fresh berries (strawberries, blueberries, blackberries, currant, etc.), either boiled or not
. Names select bits and pieces of our experience and give them existence. They do so differently in each language, and quite randomly.
We live in a named universe. What is named is endowed with existence, whether in the real-world (salt, trees…) or in our human experience only (intelligence, love, Santa Claus, unicorns …). Conversely, we believe that objects must have names or be out there waiting to be named. Unnamed objects cannot be talked about and no knowledge about them can be acquired and transmitted. In effect, they do not exist for us even if we surmise the universe is full of them. Language is our limit. As Wittgenstein says: “The world is my world: this is manifest in the fact that the limits of language mean the limits of my world”
. 
· Names and corpora
Once an object has a name, it can be used in discourse and knowledge can accumulate in an ever increasing corpus. Names are the kernels of corpora sometimes dating back to very ancient times. As a consequence, any named object is never offered unveiled to our scrutiny, untouched by the corpus which contains the knowledge about it and which gives it meaning. 
The question of consciousness, for example, has been the subject of innumerable texts dating back to Antiquity. A number of words have been used to refer to it: soul, mind, ego, consciousness, each with their own corpora and language games. They all share the notion that there is some sort of non-corporeal entity inside humans (and maybe other animals as well). What many philosophers fail to see is that the very use of one of those words gives its referent some sort of separate reality, locking them into a dualistic quagmire
. When a philosopher studies consciousness, is he considering a real object with a separate existence or a linguistic and anthropological artefact? How can he draw the line?
 
This means that the difference between real world and anthropological objects is not so clear-cut. In fact, all objects of our experience are anthropological. They are at the centre of a corpus and as such they have semiotic existence. Only a subset of them also has real world existence. Love is entirely anthropological. Salt on the other hand is very significant in most cultures as a real-world object; but it also has a powerful meaning at the symbolic level as shown by linguistic expressions such as “the salt of the earth” or “Cela ne manque pas de sel”. Any named object, however mythical its real world existence, can be relentlessly discussed
. Until we stop talking about it altogether and it disappears into linguistic oblivion
. As Wittgenstein says, truth is an anthropological entity. “It is what human beings say that is true and false; and they agree in the language they use. That is not agreement in opinions but in form of life”
.
Are mathematical objects anthropological? Yes they are, because they only have existence within a theory, i.e. a highly constrained discourse, in other words a language game. They may sometimes describe the real-world, but this is only a spin-off of their theoretical existence. Mathematicians are not basically interested in describing the world. Compare that with science, where categorising observed phenomena is fundamental. Psychologists, for example, name schizophrenia some set of observed behaviours, some other set autism. From time to time there is disagreement and the list is changed. Some categories may disappear altogether, as was the case with hysteria, a main subject of study at the time of Charcot, now considered too sexist to be discussed seriously. Categories allow psychologists to lump together observed phenomena, to classify and to compare them in an ever increasing corpus. The category is a sort of Peircean interpretant.
2) Is there recursion in language?
Is there recursion in language, then? Clearly, this question resembles the love example above and we shall examine the language game in the next section. Meanwhile, we shall look into the many houses of the mansion of recursion.

· Chomsky’s recursion

Recursion v. iteration

When I prepared my presentation for the Mons conference I assumed the recursion we were going to discuss was the mathematical self-calling function: a function is embedded in itself and the embedded variables are calculated when a stopping condition halts the recursive process. Clearly, there is no such function in language. Hence my title. I also argued that Chomsky made a mistake when he introduced the notion in Syntactic Structures (1957: pp.23-24). He thought of recursion as a loop, not as an embedded calculus, as is obvious from the picture below, taken from Chomsky (1957: p.19).
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! C.E. Shannon and W. Weaver, The mathematical theory of communication
(Urbana, 1949), pp. 15f.



 
Bickerton (2009) quite rightly points out that Chomsky’s recursion is in fact iteration: the theoretical possibility of endlessly piling up adjectives in front of nouns is not recursion. 
Recursion as an expedient

I also argued that Chomsky brought in recursion in passing, as a sort of expedient. He admits that he resorted to recursion as a way to introduce infiniteness into an otherwise finite theory. Here is the passage:
“We might arbitrarily decree that such processes of sentence formation in English as those we are discussing cannot be carried out more than n times, for some fixed n. This would of course make English a finite state language, as, for example, would a limitation of English sentences to length of less than a million words. Such arbitrary sentences would serve no useful purpose, however. … If the processes have a limit, then the construction of a finite state grammar will not be literally out of the question, since it will be possible to list the sentences, and a list is essentially a trivial finite state grammar. But this grammar will be so complex that it will be of little use or interest. In general, the assumption that languages are infinite is made in order to simplify the description of these languages. If a grammar does not have recursive devices (closed loops, as in 8, in the finite state grammar)
, it will be prohibitively complex. If it does have recursive devices of some sort, it will produce infinitely many sentences”.
In Syntactic Structures, recursion is clearly a theoretical artefact (an anthropological object!) used to produce a grammar that is simple and interesting. It is not presented as a feature of language. There is no ontological claim at this stage in Chomsky’s mind.

A sociological argument 

I thought that these two arguments (recursion as iteration and recursion as an expedient) would help me rest my case quite easily. It did, but not for most participants. I had anticipated some reluctance, and this is why I had prepared a sociological argument. If languages are recursive, then linguists study a very interesting object indeed and the status of linguistics is on a par with other more experimental and more formal sciences. Language is then a mathematical entity which can be transcribed into a computer programme, thus helping pave the way for artificial intelligence. And linguistics did indeed acquire a place between psychology and cybernetics, three domains which later joined to form a new science: cognitive science.  
But this does not explain why recursion goes on being so widely accepted more than fifty years after Chomsky first introduced the notion. Why do so many excellent scholars embrace it without the shadow of a doubt? Maybe there is something in language which can be interpreted as recursion in the light of some default philosophical notions. I shall presently analyse the other participants’ papers and try to understand what they call recursion, and why. 
· Recursion at the Mons conference

It seems many authors take the existence of recursion as an established fact even if they disagree on some aspects of it. For Corballis recursion did not appear suddenly in the human species but evolved gradually. Freidin explains how the recursive structure-building Merge operation was derived from transformational grammar in modern generative grammar and why it is now considered as the sole structure-building operation in the model. For Fitch, mathematical recursion is derived from linguistic operations and he looks for other domains where such a derivative has taken place, i.e. in the visual and musical domains. He intends to show that recursion is a very general human feature. This would be an argument in favour of the claim made by Chomsky, Hauser & Fitch (2002) that the essential difference between animal and human speech is recursion. Fitch indeed engaged in discussions with primatologists as to whether or not primate cognition is recursive. Demolin thought he recognised recursion in some primates’ vocalisations, which would undermine Chomsky, Hauser and Fitch’s claim. Conversely, Lemasson & Zuberbühler maintained they found complexity in non human primate sound combinations but not recursion. 

Some researchers led experiments to see if they could find evidence of recursion in the brain. Gervain found that newborns could distinguish between AAB and ABB vocal sequences but she stopped short of calling this ability recursive. Friederici’s brain imaging experiments show that language is a highly complex process which involves many parts of the brain in a sort of swirling feedback loop. Her claim is that such a loop could be evidence of a brain basis for recursion. But the interrogation in the title of her presentation (“Is there a brain basis of recursion?”) clearly means it is only a hypothesis.    
Wautié, Fortemps & Lowenthal have designed computer simulations of recursive exercises based on Non-Verbal Communication Devices (NVCDs), which “may favour the emergence of new cerebral abilities” in people who have suffered brain injuries or strokes. In one of the experiments, a patient “is invited to construct, physically or mentally, a circuit performing” a sequence shown to the patient at the beginning of the experiment. Complex sequences are easier to reproduce with feedback loops.
Some researchers describe the possibilities of recursion in machine learning. Dienes, Rohrmeier & Fu explore artificial context-free grammars which feature left and right as well as centre embedding and they think that such structures can be found in humans as well. Cleeremans examines recursion within the connectionist paradigm in neural networks. As for Dubois, he thinks that intelligence could emerge in machines using a fractal (therefore recursive) language.  
Some participants have not directly addressed the question of recursion. Fong studies the computer implementation of unification-based derivations within the framework of the Minimalist Program; Lefèvre describes his research within the NVCD paradigm; Paquier addresses the issue of “cerebral neuroplasticity in brain-damaged children and adults from a clinical perspective”.

Levinson takes a critical view of recursion, calling it “a lamp for the linguistic moths”, “an obsession far from the centre of what linguistics should be focussed on”. He claims that some languages allow embedding possibilities but never at more than two levels deep. If the reader now takes a look at the Anthony Burgess quotation put in as an epigraph at the beginning of this paper, he will have an example of a two-level-deep embedding. He will probably agree that the sentence is barely comprehensible. Of course Burgess’s intention was not clarity there but wit, and this sentence is a fine example of Burgess’s linguistic sense of humour. Embedding seems to be used here solely for its unusual character and the expressive power it provides. This suggests embedding is not a common feature of speech at all. 
 3) Why recursion then?

I could not agree more with Levinson: recursion distracts the linguist from more central tasks. But why has recursion gained such a following? I already mentioned sociological reasons; I shall now put forward more philosophical arguments.
Recursion is clearly an anthropological object. Let us have a look at the language game:  

- Is there recursion in language?
- I don’t know. What do you mean by recursion?

I argued in section 1 that a word like salt has anthropological and real-world existence. Is it the same with recursion? The Mons Conference has clearly shown that there is no evidence for real-world existence. But there is agreement on meaning: recursion is generally thought of as a loop, possibly a feedback loop, sometimes with shallow embedding possibilities. 
Is recursion a mathematical object? It certainly is within a mathematical theory. It is clearly not within the cognitive context, an entirely different domain. Recursion is a borrowed name, taken from a mathematical language game and used to name something else, to lump together a variety of objects and put them into a category. Why then not call these objects what they are, i.e. loops and embeddings? One reason is semiotic: once we have a name (recursion) we surmise there must be objects and we are then keen to find them. Another reason is the causal effect attributed to categories (see section 1). If recursion exists, we have a good “explanation” of what is so specific about human language (this is the gist of Chomsky, Hauser and Fitch’s claim), and possibly transfer it to machines. 
There is an ontological quest there, maybe some sort of theological desire to pinpoint our very nature, a need to find a primary cause to our human specificity. And if such a primary cause as recursion could be linked to some genetic configuration, we would then have a very powerful and naturalistic explanation of the essence of mankind. 
Powerful indeed, but quite simplistic. Unless there is suspension of disbelief, a primary cause begs the question of what caused the primary cause. Michel Angelo’s “Creation of Adam” (see below) shows how man acquired a soul, but we can only accept its truth at the expense of curiosity: why did God do such a thing? What happened when His finger touched Adam’s? What flowed into his body? (Was it recursion?)
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Ontological quests are a natural feature of mankind. Yet they often take us down a blind alley. We should always keep in mind that language has a sort of demiurgic power: naming things, whether real-world or not, gives them a separate reality of a kind. This metaphysical feature of language in effect makes it possible for us to speak meaningfully about our experience. Without the categorising capacity of language we would not be able to consider objects together, to see what they share and how they differ. We would live in the confusion of a world of instances. The flipside of the metaphysical nature of language is what Wittgenstein calls “bewitchment”
, i.e. the naïve belief that language can be taken at face value.
Conclusion
“We must do away with all explanation, and description alone must take its place”, Wittgenstein says
. What he means is that it is a fallacy to explain human phenomena by linking them to an explanatory ontology. Language cannot be understood at a purely individual level, as a series of more or less brain-based functions and operators, as a code we encode and decode. Language cannot be explained away by other sciences. On the contrary, it is language which is the basis for all other sciences, and as such, it can express all our experience. “Language is perfect”
. Language is an anthropological given, a common treasure, a repository of knowledge, a corpus of what has existence for us, the horizon of our understanding, the frontier of our experience. 
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� For an introduction to “denomination”, see Kleiber’s Nominales (1994).


� See my papers and some of Kleiber’s recent ones on  http://www.res-per-nomen.org


� See also Peirce, who thought that ontologies were only as strong as their foundations, i.e. not at all because all foundations are hypotheses (1868, Fr. tr. 1984: 197).


� See the beginning of the Philosophical Investigations (PI).


� On the notion of interpretant, see for example §5.473, 5.253 and 2.303, in Peirce’s collected works


� The alternative view is a nominalist one: integers are the names of sets.


� Many thanks to Olga Frath for her patient explanations.


� Tractatus Logico-Philosophicus (TLP): 5.62


� This is why dualism is so resilient. Philosophers such as Dennett, Chalmers, Popper, Crick, the Churchlands, and many more, develop basically dualistic theories, even though some of them (Dennett for example) think they do not.   


� See Frath (2012).


� As was for example Jacques Benvéniste’s water memory, the notion that water may retain a "memory" of substances previously dissolved in it.


� As happened to aether, the 19th century notion that space was filled with some physical medium.


� PI§24. Italics is Wittgenstein’s. Bold is mine.


� See the figure above.


� “Philosophy is a battle against the bewitchment of our intelligence by means of language” (PI§109).


� PI§109


� PI§98, TLP§5.563, P§I1





